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Abstract 
The prevalence of diabetes has been steadily rising, and the illness is now recognized as a 
leading cause of mortality on a global scale. While diabetes cannot be cured, it may be treated 
and controlled with prompt identification. Combining AI with ML allows for automated early 
diabetes identification, which outperforms manual methods by a significant margin We 
present a novel Machine Learning based Model (MLM) to increase efficiency and enhance 
forecast accuracy. The patient's diabetes type, as well as whether it is type 1, type 2, or 
gestational diabetes, may be predicted by this Machine Learning Model (MLM). Innovative 
and more accurate than previous methods, the suggested Machine Learning Model may 
diagnose diabetes. As a significant cause of blindness on a global scale, diabetic retinopathy 
(DR) is a problem that is only becoming worse. 
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Introduction 
 
When it comes to patient care and the 
management of clinical data, machine 
learning is a lifesaver. It is a use of AI, 
which is the study and practice of 
teaching computers to do tasks normally 
performed by humans. has many 
potentials uses in healthcare, including 
but not limited to: managing patient 
records, seeing patterns in healthcare, 
making treatment recommendations, and 
more. New and interesting job 
possibilities have arisen as a result of 
hospitals and healthcare 
organisationsrealising that machine 
learning may enhance decision-making 
and decrease risk in the medical 
profession.  
International Data Corporation (IDC) 
predicts that the value of India's artificial 
intelligence (AI) industry would more 

than double from 2020 to 2025. Startup 
activity, interest in AI, and job openings 
in the sector are all expected to rise as a 
result. The use of machine learning in 
healthcare is a rapidly developing and, 
surprisingly, accessible area. The 
concepts of "artificial intelligence" and 
"machine learning" may appear complex 
at first, but they really only need a basic 
understanding of mathematics and 
computer programming. You can tackle 
more complex ideas and problems using 
machine learning when you master its 
fundamentals. This has the potential to 
reveal untapped avenues for healthcare 
innovation and diversity in the workplace.  
Large medical organisations have also 
begun to use machine learning-based 
approaches to better organise their 
electronic health records, detect 
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abnormalities in organs, bones, and blood 
samples through medical imaging and 
monitoring, and to facilitate robot-assisted 
surgeries. The fight against COVID-19 
has lately accelerated testing and hospital 
response thanks to machine learning 
techniques. In spite of the epidemic, 
hospitals have used the Clinical 
Command Centre, a deep learning system 
developed by GE, to manage, 
communicate, and monitor everything 
from patients and beds to rooms and 
ventilators to electronic health records 
and even employees. In addition to 
tracking SARS-CoV2 cases, researchers 
have used AI to identify genetic 
sequences, develop vaccines, and more.  
LITERATURE REVIEW 
Xu et. al. (2016) I have shown the use of a 
deep learning technique called Stacked 
Sparse Auto-Encoder (SSAE) for detecting 
nuclei in breast cancer histopathology 
pictures. SSAE is capable of addressing the 
challenges associated with variations in the 
size, shape, texture, and appearance of 
nuclei by learning the differentiating 
characteristics from the pixel intensities. 
The sliding window technique is conducted 
to each individual picture to extract high-
level characteristics. These features are then 
inputted into the classifier to distinguish 
between nuclear and non-nuclear patches of 
the image. The given approach of nuclei 
identification, known as SSAE, outperforms 
previous state-of-the-art techniques, 
resulting in an improved F-measure of 
84.49% and an average area under the 
precision-recall curve of 78.83%. 
Aubrevilleet. al. (2017) We have introduced 
a novel approach for diagnosing oral cavity 
cancer by using deep learning algorithms on 
a dataset of 7894 Confocal Laser 
Endomicroscopy (CLE) pictures. The patch 
probability fusion approach is used to 
achieve effective picture categorization by 
focusing on specific patches rather than the 
full image. This approach is designed to 
meet the CNN's need for a bigger dataset 
and to reduce the number of learning 
parameters required to solve pattern 

recognition problems. In addition, the 
system successfully minimises the total 
classification error, resulting in a mean 
accuracy level of 86.6% and an area under 
the curve (AUC) of 0.96. 
Lee et. al. (2016) In this study, two ways 
have been discovered. The first strategy 
involves applying a pooling function by 
merging the max and average pooling 
characteristics. The second technique 
involves the acquisition of knowledge about 
the pooling operation, which is then 
implemented via the utilisation of values 
inside the pooling filters. These learnt filters 
are integrated responsively to provide an 
extended kind of learning. These 
implemented solutions provide an 
improvement in performance and invariance 
characteristics compared to traditional 
pooling, with only a little increase in 
computational workload and a moderate 
increase in the number of parameters during 
training. These tactics are simple to 
implement and may be utilised in different 
deep network designs. 
He et. al. (2017) I have presented a novel 
strategy for channel pruning to enhance the 
training pace of deep convolutional neural 
networks (CNNs). This method is meant to 
exploit and prune redundant channels using 
a two-stage process. In the first phase, the 
redundant channel included within feature 
maps is used and pruned using the Least 
Absolute Shrinkage and Selection Operator 
(LASSO) regression approach. In the 
second stage, the outputs are reconfigured 
from the remaining channels using linear 
least squares. This strategy's effectiveness is 
evaluated on three well recognised 
networks: VGG16, ResNet-50, and 
Xception-50. The training phase of the 
model is appropriately sped up by a factor 
of 4 for VGG16, resulting in a targeted 
improvement of 1% in the top-5 error rate. 
However, this approach speeds up the 
training process by a factor of 2 for ResNet-
50 and Xception-50, but with a decrease in 
accuracy of 1.4% and 1% respectively. 
Bardou et. al. (2018) We have used a 
Convolutional Neural Network (CNN) to 
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achieve the multi-classification of breast 
cancer histopathology pictures using the 
BreaKHis dataset. The study conducted a 
comparative analysis between CNN and two 
handcrafted feature extraction approaches, 
Dense Scale Invariant Feature Transform 
and Speeded-Up Robust Features (SURF). 
These approaches were encoded using a bag 
of words and locality constrained linear 
coding, and further differentiated using 
SVM. This study illustrates the influence of 
using CNN as a feature extractor and its 
combined effect with handmade features. 
Furthermore, the analysis additionally 
considers the influence of the data 
augmentation approach on the magnification 
factor. It is found that there is a substantial 
decrease in the network's performance level 
specifically for a 40x magnification. The 
author, however, said that the accuracy level 
for binary classification ranged from 
96.15% to 98.33%, while for multi-
classification it ranged from 83.31% to 
88.23%. 
RESEARCH METHODOLOGIES 
Records from references, the internet, and 
medical research publications make up the 
secondary data. Questionnaires about 
diabetic symptoms were sent to doctors as 
the main means of gathering data. Data 
analysis and expert recommendation went 
into designing the rules for this machine 
learning model. A CSV file, serving as the 
dataset for the machine learning model, has 
these rules written into it for further 
processing. The cloud infrastructure built on 
top of Jupyter Notebooks; Google 

Collaboration acknowledged by This 
Machine Learning based Expert System 
uses the Colab platform to execute machine 
learning algorithms. The machine learning 
model's information is stored in this dataset 
as a collection of numerical rows 
representing diabetic symptoms. The 
specific model or expert system in question 
is making diabetes type predictions for 
patients. Here is a dataset containing values 
that make up the expert system's knowledge 
base and rules.  
DATA ANALYSIS 
Machine learning model: 
The most effective and methodical approach 
to multiclass classification is to use a 
decision tree classifier. The data set is 
queried using this positions list. Decision 
tree categorization may be best represented 
by a binary tree. At each level of the 
decision tree, questions are presented and 
the node is subsequently split to data with 
characteristics that are distinct. The depart 
node is referencing the class to which it 
belongs whenever dataset is divided or split. 
In order to train the decision_tree classifier 
from scikit_learn, researchers used the 
following codes. We employ the class 
Decision Tree Classifier, which has superior 
capacity and performance ability, for the 
multi_class classification of the data_set. 
Importing Libraries' Datasets 
Researchers use functional libraries to 
execute programme code correctly; the 
following code assists with importing 
libraries.see figure 1. 

 

 
Fig 1: Importing Libraries and dataset 
 
Retrieve the dataframe from the data set by 
storing the labels in a variable. To retrieve 
the count of rows and columns in the data 
set, run the data analysis using the df. head 

() and df. shape () commands. Get the data 
ready for what's to come. After sorting the 
data items into test and train sets according 
to their labels and attributes, the output is 
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prepared. The technique may train the 
execution sequence and then test it. This is a 
detailed plan for how each algorithm will 
work. Data is divided in the reprocessing 
stage into a test set and a train set. The train-
test-split() method is an integral part of 
Scikit_Learn's model selection library; it 
randomly divides the data_set into the 
train_test and test_set classes. Data must be 
divided into test and train modes before the 
algorithm can generate predictions in the 
final step.  In order to generate forecasts, the 
Decision Tree Classifier class's predict 
function was used. The use of an 
appropriate method and the verification of 
alternative solutions eliminates overfitting, a 
potential negative of creating the knowledge 
base. 
One hundred fifty people with diabetes 
served as validation subjects for this 
machine learning model. Out of 150 
randomly selected test instances, this model 
has a 94% success rate. The 
dtree_model.Predict() method will accept a 

parameter based on the patient's symptoms. 
For the machine learning model to make 
appropriate judgements, it is based on the 
collection of signs and symptoms of 
diabetes persons, which are shown in tables 
1 and 2. The following are five distinct 
prediction instances, each with verified 
results for five patients out of 150. This 
machine learning model takes the patient's 
symptom data and uses it to determine the 
kind of diabetes the patient has. The user 
then enters this information and gets the 
result.  
Prediction Cases: 
Case1: 
Tables 1 and 2 are used to pass on the 
symptom values for the first patient. The 
following is the code for the dtree model: 
My Pred=predict  
([[0,11,22,0,0,0,0,1,1,1,0,0,1,1,1,1,1,1,1,1,1,
1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1
,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,0,0,0,0,
0,0,0,0,0,0,0]]).

 

 
Case1: Diabetic Type 1 Prediction 
Type 1 Diabetes Outcome 
Case2: 
PassingthevaluesofsymptomsforthesecondpatientreferredfromTable1andTable2. 
My_Pred=dtree_model. Predict ([[1,12,23,1,5,3,5,1,1,1,1,1,1,1,1,0,0,0,0,0,1,0,0,0,1,1,1,1,1 
,0,0,0,0,1,1,1,1,1,1,1,1,1,1,0,1,0,1,1,1,1,1,0,1,1,1,1,1,1,1,0,0,0,0,0]]) 

 
Case2The output of the prediction is type 2 diabetes. 
Case3: 
By transferring the symptom values from Tables 1 and 2 to the third patient. My Pred is the 
result of running the dtree_model and making a prediction based on the following data: 
[[0,11,23,1,5,3,5,1,1,1,1,1,1,1,1,1,1,0,0,1,0,0,1,1,1,1,1,1,1,1,1,1,0,1,1,1,1,1,1,1,1,1,1,1,1,0,0,0
,0,0]] 
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Case3Diabetic Outcome Prediction: Diabetic Outcome 
Case4: 
I am passing the symptom values from Tables 1 and 2 to the dtree_model. The prediction for 
the fourth patient is 
[[1,12,23,1,6,3,5,1,1,1,1,1,1,1,1,0,0,0,0,1,0,0,1,1,1,1,1,1,1,0,1,1,1,1,1,1,1,0,1,1,1,1,1,1,1,1,0,0
,0,0,0]] 

 
Case4Diabetic Outcome Prediction: Type 2 Diabetes 
Case5: 
I am passing the symptom values from Tables 1 and 2 to the dtree_model. The prediction for 
the fifth patient is 
[[0,13,23,1,6,3,5,1,1,1,1,1,1,1,1,0,0,0,0,1,1,1,1,1,1,1,1,0,1,1,1,1,1,1,1,1,1,0,1,1,1,1,1,1,1,1,1,0
,0,0,0,0]] 

 
Case5The output of the prediction is type 2 diabetes. 
ENTROPY AND INFORMATION GAIN IN DECISION TREES 
Entropy 
According to Wikipedia, entropy is the state of chaos or uncertainty. 
Entropy is defined as the measure of uncertainty or impurity in the set of instances. 
• Entropy Working: 
Decision trees rely on a notion known as entropy, which has properties related to data 
separation, for their correct operation and construction. 
A random variable's entropy may be defined as its degree of unpredictability, according to the 
researcher. 

 
Fig 2: Calculation of entropy 
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Information gain with in Decision Tree: 

 
Fig 3: Calculation of information gain 
Certainty Factor (CF) for Machine Learning Model: 
Where there is ambiguity about the likelihood of a consequence, the primary approach to 
dealing with uncertainty is to employ certainty factors. One useful tool for ranking 
hypotheses according to relevance or importance is the certainty factor, which is a way to 
combine measures of belief and scepticism to a single number. 
On the break, certainty considerations are clearly defined: 
In this case, 

 
In this case, a value of zero represents no evidence, a number greater than zero supports the 
hypothesis, and a value lower than zero represents a negative hypothesis. The aforementioned 
CF values could be prompted by asking the following questions to patients: 

 
 

 
 

For each question that has to be set, the value of the response is 80%. 

 
Experts often use words like "probably," "may," and "almost certainly" when assessing data. 
An uncertainty was placed using the certainty factor CF values. 
Representation of the certainty factor: 

 
In this case, CF [h, e] represents the certainty factor. 
The MB [h, e] value represents the confidence in the hypothesis 'h' given evidence 'e,' which 
might be anywhere from 0 to 1. 
In MD [h, e], the values for evidence 'e' range from 0 to 1, and the magnitude of hypothesis 'h' 
is represented. 
There are three possible outcomes for the hypothesis based on the available evidence. 
According to the theories, three things may happen based on the data that is now available. This 
is the first set of rules with a single piece of evidence (e) and a single hypothesis (h), and the 
representation of the certainty factor is: 

 
While experts typically determined the certainty factor rule, patients were able to determine 
the CF (e) certainty factor by consulting the existing system. It is possible to perform a 
disjunction or conjunction based on the representation for the certainty factor that is 
computed using the interface that is used. Rules 2 with multi_evidence 'e' and a single 
hypothesis 'h' are shown below. The following is a description of the representation on 
connective disjunction in this case: 
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Last but not least, there's the one for the same hypothesis, which involves setting up two rules 
with different indications e1 and e2. The following are the details of the computations 
required to combine two certainty factors: 

 
In this study, the researchers used method VII.A to calculate the rate of certainty factor twin 
evidence, as well as grouping and certainty factor calculations. However, for a single piece of 
evidence, they used formula four. The patients' certainty factor relations ranged from zero to 
one. 
Patients were asked to write their certainty factor for each symptom during data collection, 
based on their views about that symptom. Some symptoms have a binary value that is either 0 
or 1, and the certainty factor value ranges from -1 to 1, which is determined by the value of 
CF. (*values that do not apply)  
A represents Type 2 Diabetes, B Type 1 Diabetes, and CFa and CFb, respectively, stand for 
the certainty factors for Type 2 and Type 1 Diabetes, 
 
Table 3: dataset as knowledge base list of symptoms with CF values entered by patients 
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Based on the user's or patient's chosen symptoms, the software aims to create an accurate 
profile by discovering or predicting the diabetes class that the user or patient is following. 
 

Table 4: symptom with CF values entered by patients with predicted type of diabetes 
notify 

 
The model predicts that the patient is suffering from type 2 diabetes based on data from table 
4, where CF8 = 0.95 and CF9 = 0.95 are symptoms number 8 and 9, respectively.Therefore, a 
high CF value is required for type 2 diabetes.  
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Table 5: prediction using CF value 

 
 
The researcher has verified that the provided prognosis is accurate for all 50 cases. The 
certainty factors in an expert system that relies on machine learning are very valuable, but 
they are only appreciated after the system has performed its expert duties. The reliability of 
the model depends on this method. In the same way that an expert system can forecast the 
different forms of diabetes, this MLM can do the same. 
 

 
Fig 4: Decision tree for binary (0 or 1) values of symptoms 

 
Fig 5: enhanced the classification with certainly factors 

 
The patients are asked to record their level 
of confidence based on their views about 
their symptoms. In order to build the 
decision tree, the algorithm uses the 
confidence factor data, which is derived 
using the criteria of -1 and 1. This data 
represents the attribute for knowledge 
acquisition.  
CONCLUSION 
This article primarily aims to provide a 
concise summary of automated diabetes 

prediction using ML. The purpose of this 
study was to examine the several machine 
learning (ML) methods that have recently 
been created for the purpose of diabetes 
prediction and how well they work. 
Creating a diabetes prediction model aims to 
move the focus from increased accuracy to 
increased dependability for use in real-time 
settings. Few methods have trained and 
tested the model using many datasets. A 
global diabetes prediction model is required 
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due to the rising prevalence of DM 
throughout the globe. We benefit much 
from machine learning and deep learning 
algorithms when they are used in healthcare. 
In comparison to current technologies, they 
are not only quicker and more efficient, but 
they also aid in improved illness prevention, 
diagnosis, and treatment.Based on what we 
know from previous research and our 
current findings, AI and ML techniques 
offer limitless potential uses in healthcare. 
Modern medical practice is benefiting from 
the use of AI and ML to streamline 
administrative tasks, provide more 
individualised care, and combat infectious 
illnesses. 
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